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Abstract—Recently, filter bank multicarrier (FBMC) modu-
lations have attracted increasing attention. The filter banks of
FBMC are derived from a prototype filter that determines the
system performance, such as stopband attenuation, intersymbol
interference (ISI) and interchannel interference (ICI). In this
paper, we formulate a problem of direct optimization of the filter
impulse-response coefficients for the FBMC systems to minimize
the stopband energy and constrain the ISI/ICI. Unfortunately, this
filter optimization problem is nonconvex and highly nonlinear.
Nevertheless, observing that all the functions in the optimization
problem are twice-differentiable, we propose using the -based
Branch and Bound ( BB) algorithm to obtain the optimal solution.
However, the convergence time of the algorithm is unacceptable
because the number of unknowns (i.e., the filter coefficients) in
the optimization problem is too large. The main contribution of
this paper is that we propose a method to dramatically reduce
the number of unknowns of the optimization problem through
approximation of the constraints, so that the optimal solution of
the approximated optimization problem can be obtained with
acceptable computational complexity. Numerical results show
that, the proposed approximation is reasonable, and the optimized
filters obtained with the proposed method achieve significantly
lower stopband energy than those with the frequency sampling
and windowing based techniques.

Index Terms—Filter bank multicarrier, offset quadrature am-
plitude modulation (OQAM), optimization, prototype filter, trans-
multiplexers.

I. INTRODUCTION

M ULTICARRIER MODULATIONS (MCM) have at-
tracted a lot of attention due to the capability to

efficiently cope with frequency selective channels. Much of the
attention in the present literature emphasizes on the use of con-
ventional orthogonal frequency division multiplexing (OFDM)
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[1]. However, the OFDM system uses rectangular pulse shaping
on each subchannel, which leads to high out-of-band radiation.
Moreover, the OFDM system sacrifices data transmission rate
because of the insertion of cyclic prefix (CP). To remedy the
problems of the OFDM systems, the filter bank multicarrier
(FBMC) modulation has attracted increasing attention recently
[2]–[8]. Compared with the conventional OFDM system, the
FBMC system provides higher useful data rate because FBMC
does not require the CP. Furthermore, it brings advantages such
as robustness to narrow-band interference and lower sidelobes
[9]. Recently, FBMC has been considered for the physical layer
of cognitive radio systems [10].
FBMC techniques utilize filter-bank-based transmultiplexers

(TMUXs) [11] to channelize the wide signal band. The filter
banks of FBMC, consisting of synthesis and analysis filters,
are typically derived from a prototype filter that determines the
system performance, such as stopband attenuation, intersymbol
interference (ISI) and interchannel interference (ICI). For the
prototype filter design, it is often required that the stopband en-
ergy of the filter be minimized, while on the other hand, the
nearly perfect reconstruction (NPR) condition be satisfied, i.e.,
the ISI/ICI resulted from the filters be kept lower than a certain
threshold. There are also investigations on filters of perfect re-
construction (PR) condition [12], [13] and ISI-free filters in ISI
channels [14], [15]. However, the cost of the PR condition and
ISI-free property is the increase of stopband attenuation. In this
paper, we focus on minimization of stopband energy, because
lower stopband energy means better frequency selectivity. Ex-
cellent frequency selectivity is very important for wireless com-
munication systems, especially for cognitive radio communica-
tion systems that rely on the filters for both data transmission
and spectrum sensing [10].
The prototype filter optimization methods are categorized

into three types in [16]: frequency sampling technique, win-
dowing based technique, and direct optimization of filter
coefficients. Frequency sampling techniques for prototype filter
design were proposed in [17] and [18]. Different optimization
criteria for the frequency sampling technique have been inves-
tigated in [16] and [19]. Windowing based techniques for the
prototype filter design have been presented in [20]. With the
frequency sampling and windowing based methods, prototype
filter coefficients can be given using a closed-form represen-
tation that includes few adjustable design parameters. For
example, the windowing based method optimizes the cut-off
frequency and the weights of several cosine terms of the filter.
On the contrary, direct optimization of prototype filter im-
pulse-response coefficients aims at optimizing all the possible
parameters that can affect the performance of the filter, thus
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has a potential to obtain better performance than the frequency
sampling and windowing based methods. However, an evident
drawback of this approach is that the number of unknowns
(filter coefficients) increases dramatically when the number of
subchannels grows high [21]. The general-purposed optimal
FIR filter designs can be formulated as convex problems and be
efficiently solved with some recent presented algorithms [22],
[23]. However, when incorporated with the NPR condition,
the problem of direct optimization of filter coefficients is often
nonconvex and highly nonlinear, which is very sensitive to
initial values and prohibited in practice due to high complexity.
Moreover, the global optimality is not guaranteed, because the
solution can be easily trapped in a local minimum [21], [24].
In this paper, we formulate a problem of direct optimization

of the filter coefficients to both minimize the stopband energy
and constrain the ISI/ICI for FBMC systems. Unfortunately, this
filter optimization problem is nonconvex and highly nonlinear.
Though the -based Branch and Bound ( BB) algorithm can be
employed to obtain the optimal solution in theory, the compu-
tational complexity is prohibited in practice since the number
of unknowns (i.e., the filter coefficients) in the optimization
problem is too large. The main contribution of this paper is that
we propose a method to dramatically reduce the number of un-
knowns of the optimization problem through approximation of
the constraints, so that the optimal solution of the approximated
optimization problem can be obtained with acceptable compu-
tational complexity.
The rest of the paper is organized as follows. In Section II, a

typical FBMC system, OFDMbased on offset quadrature ampli-
tude modulation (OFDM-OQAM), is described. In Section III,
we formulate the optimization problem of prototype filter design
and introduce the BB algorithm, then, the number of variables
of the optimization problem is reduced so that the convergence
time of the BB algorithm can be shortened to an acceptable
interval. The numerical results are presented in Section IV. Fi-
nally, conclusions are summarized in Section V.

II. OFDM-OQAM SYSTEM MODEL AND ISI/ICI

In this section, we introduce the OFDM-OQAM system [5],
[7] as an example of FBMC systems and present the expressions
of the ISI/ICI for the OFDM-OQAM system.

A. OFDM-OQAM System Model

Fig. 1 presents the system model of the OFDM-OQAM
system, which is equivalent to the TMUX model given in [7].
At the transmitter, the complex input symbols are written as

(1)

where and are the real and imaginary parts of
the th symbol on subcarrier , respectively. The in-phase
and quadrature components are staggered in time domain by

, where is the symbol period. Then, the symbols are
passed through a bank of transmission filters and modulated
using subcarrier modulators whose carrier frequencies are

-spaced apart. The OFDM-OQAM modulated signal is
[25]

(2)

Fig. 1. OFDM-OQAM system model.

where is the impulse response of the prototype filter and
. After that, the OFDM-OQAM modulated signal

is modulated to RF band and transmitted.
For an ideal transmission system, the received signal at the

receiver equals the transmitted signal at the transmitter. After
demodulation from RF band, the received signal is demod-
ulated using subcarrier demodulators and passed to a bank of
matched filters. Then, the filtered signal is sampled with period
, and the output symbols are

(3)

where and are the real and imaginary parts of the
th received symbol on subcarrier , respectively. From [25],
we have

(4)
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and

(5)

If the prototype filter satisfies the PR condition, which is il-
lustrated as

(6)

(7)

(8)

(9)

the output at the receiver equals the input at the transmitter [25],
i.e.,

(10)

Obviously, we can constrain to be real and even so that (7)
and (8) are automatically satisfied [25].

B. ISI/ICI in the OFDM-OQAM System

A prototype filter could be designed to fulfill PR conditions
or to provide NPR characteristics. The PR conditions are not
essential because the PR property is obtained only with an ideal
transmission channel and interferences generated from the filter
bank structure with NPR are small enough compared with the
interferences due to nonideal transmission channel. Moreover,
NPR designs are more efficient, e.g., providing lower stopband
energy with the same filter length of PR designs.
Denote the ISI/ICI interference to and by

and , respectively. The expected power of the interference
are

(11)

(12)

respectively, where represents the contribution of
to and represents the contribution of

to . According to (4), the contribution of
to is

(13)

where

(14)

(15)

To design the filter in the discrete time domain, we replace
with its discrete time version ,

for (14) and (15), where corresponds to the filter impulse
response at time and represents the length of the dis-
crete time filter. (Note that we abuse the notation for both
the continuous and discrete time domain filter in this paper, and
it represents the discrete time domain filter in the rest of this
paper.) Then, the discrete time expressions of (14) and (15) are

(16)

(17)

respectively.
The distributions of and have unit power and

are symmetric to the origin due to randomness of the informa-
tion bits, i.e.,

(18)

(19)

Moreover, the distributions of and are indepen-
dent. Then, from (13), (18) and (19), the expectation of the
power of is given as

(20)
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By evaluating (16) and (17) with , we
have and . Therefore,

, the contribution of to , is

(21)

Apparently, it should be satisfied that

(22)

and

(23)

Noticing that the distributions of and are inde-
pendent for different , the expected power of the ISI/ICI
interference to is calculated as

(24)

The expected power of the ISI/ICI interference to
, can be similarly calculated, and it was found

to be equal to . The strict proof is very tedious,
therefore we only give a brief description of the major steps of
the proof in the followings.
We transform (5) as

(25)

Noticing that the summation over is from to , we can
replace with in the second summation in braces and
(25) becomes

(26)

The integral over is also from to . Then, we can replace
with in (26) and

(27)

Since , (27) can be rewritten
as

(28)

It is observed that the expressions of (28) and (4) are almost
the same, except for the term of and the exchange of
positions of and . Exploit this symmetry and follow
the steps of (12) to (24), it is easy to derive that

.
It is easy to prove that and are in-

dependent of and if all the symbols in time and frequency
domain are independent and identically distributed. Then, the
level of total ISI/ICI of an OFDM-OQAM system can be mea-
sured by and with any choice of
and .

III. DIRECT OPTIMIZATION OF THE FILTER COEFFICIENTS

In this section, we formulate the problem of direct optimiza-
tion of the filter coefficients. Then, we attempt to solve the opti-
mization problem with the BB algorithm and reduced number
of variables.

A. Problem Formulation and the BB Algorithm

We make the filter an even and real NPR filter with the
length . Then, should satisfy

(29)

The Fourier transform of the designed filter is

(30)
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Then, the magnitude response of the filter is

(31)

In this paper, the optimization objective is to minimize the
stopband energy of the prototype filter, where the stopband re-
gion is denoted by . With the constraint of (22) and con-
straint of the ISI/ICI power, the filter design problem can be
written as an optimization problem:

(32a)

(32b)

(32c)

(32d)

(32e)

where a low threshold TH guarantees that the error between
the input at the transmitter and the output at the receiver is
small enough so that the designed filter is an NPR filter. Since

, the constraint (32d) can be
removed.
The constraint (32e) can be relaxed as

(33)

The reason is that if is the op-
timal solution of with the relaxed constraint, it must have

. To prove this, assume that satis-
fies . Then, it is direct to verify that

satisfies (32b) to (32d), and (33). However, the
objective value (32a) for is smaller, which contradicts the
fact that is the optimal solution.
Moreover, we could control the stopband attenuation within

specified frequency ranges by adding weights to the objective
function (32a), i.e., the optimization problem is modified as

(34a)

(34b)

(34c)

(34d)

where is the weight of frequency .
Furthermore, according to (34b), only half of the variables

are independent. Thus, let

(35)

Then, the optimization problem can be rewritten as

(36a)

(36b)

(36c)

Unfortunately, the problem is nonconvex due to (36b) and
(36c). Nevertheless, all the functions in are twice-differen-
tiable and the so called BB algorithm is applicable to this kind
of problem.
The BB algorithm offers mathematical guarantees for con-

vergence to a point arbitrarily close to the global minimum for
the large class of twice-differentiable nonlinear programming
problems (NLPs). The key idea is to construct a converging
sequence of upper and lower bounds on the global minimum
through the convex relaxation of the original problem [26]–[28].
The detailed process of the BB algorithm is described in [27].
Though the optimization problem can be solved optimally

by the BB algorithm in theory, the convergence time is too
long to be acceptable in practice. Since the convergence time
increases exponentially with the number of variables (i.e., the
filter coefficients) in the optimization, the main purpose of the
following subsections is to reduce the number of variables.

B. Variable Transformation

The objective function (36a) is a convex quadratic function,
which can be written in vector form as , where
is a real symmetric positive-definite matrix. We denote the

th row and th column element of by , then, can be
expressed as

(37)

By setting equal to 1 and all other variables equal to 0, we
easily obtain as

(38)

Similarly, can be obtained by setting , equal to
1 and all other variables equal to 0, i.e.,

(39)
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Utilizing (35), (37), (38) and (39), we can easily calculate the
values of and .
Since is a real symmetric matrix, we can always find

positive eigenvalues in ascending order
and the corresponding orthonormal

eigenvectors (column vectors) for . Then, we
apply an orthonormal transformation

(40)

where is the transformation matrix and
denotes the transformed variables. With

the linear transformation, is written as

(41)

where denotes a diagonal matrix. Let

(42)

We also perform the linear transformation on the constraints
(36b)-(36c) and let

(43)

Then, the optimization problem can be rewritten as

(44)

C. Determination of Search Region With a Feasible Solution

In this subsection, we aim to determine the search region
for each variable with the help of a known feasible solution of
problem .
The filter obtained using the frequency sampling technique

in [18] is a feasible solution that satisfies all constraints of (32),
as long as TH is not set to be too small. The impulse response
coefficients of the filter are given as

(45)

where is the length of the filter and are
coefficients dependent on . For

, ; for
,

.
Let denote the vector of transformed variables that repre-

sents the filter obtained using the frequency sampling technique.
Since is a feasible solution of the problem , the optimal
solution must satisfy

(46)

This means that the search region of the optimal solution can be
greatly reduced with the knowledge of the feasible solution ,
i.e., the optimization problem becomes

(47)

The newly added constraint infers that

(48)

We use the above box constraint as the initial set for the BB
algorithm.

D. Reduction of the Variable Number Through Approximation
of the Constraints

According to (48), the variable with larger is con-
strained to be smaller. For large enough, the variable is so
little that it may be neglected for the constraints .
Thus, we conjecture that it is a good approximation for all con-
straints that the variables corresponding to the smaller
eigenvalues are preserved while the variables corresponding to
the larger eigenvalues are set to zero.
For each variable vector , we form a new

vector of length , where . If
is large enough, we have the following approximation of the

constraints

(49)

The approximation in (49) and determination of will be dis-
cussed in the following subsection. Using the above approxi-
mation of the constraints, the optimization problem can be
approximated as

(50a)

(50b)

(50c)

Next, we consider the optimization problem that relaxes (50c)
of :

(51a)

(51b)

(51c)
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Let denote the optimal solution of the problem .
Since are not present in the constraints and

, the optimal solution of must satisfy

that . Therefore, satisfies (50c) and
it is a feasible solution of the problem , which means that

, where is the optimal solution of . On
the other hand, (51c) is a relaxation of (50c), which means that

. Therefore, it is clear that ,
which means that optimal solution of is also the optimal
solution of , and .
Finally, can be obtained by solving

the following problem, which is derived from by removing
the zero variables ,

(52)

The problem can be efficiently solved by the BB algorithm
if is very small. In the next section, we will show that is
indeed very small.

E. Verification of the Approximation of the Constraints

To verify that the approximation of (49) is good for a certain
, we can increase gradually and solve for each . If

the resulted objective value stops decreasing (or the decrease
is negligible) for a certain and above, the approximation of
preserving this certain number of variables is good enough. The
detail will be discussed in the next section.
As another way to verify that the approximation of (49) is

reasonable for a certain , we can compute the maximum dif-
ference between and over the search region
of , for , respectively. This leads to the following
optimization problem:

(53)

Since is the maximum difference between constraints
and , and ismeant to satisfy the NPR con-

dition, approximating with is reasonable as long as
and .

In order to make (53) smooth, we could transform (53) into
two optimization problem, i.e.,

subject to constraints of (53) (54)

and

subject to constraints of (53) (55)

Then, .

Note that, solving the problem (53) is as difficult as the
solving of . However, suboptimal solutions of (53), which
are available by applying heuristic algorithms, reflect the
magnitude order of and can be used as approximations
of . One suboptimal algorithm we tried is sequential
quadratic programming (SQP). Since the solution obtained by
the SQP algorithm is highly dependent on the initial variables,
we apply the SQP algorithm [30] to (54) and (55) multiple
times (1000 times in the computations of the next section) with
random initial variables within the search region, and use the
maximum result to approximate .
There have been investigations on sparse filter design [31]. If

a low complexity convex relaxation of the ISI/ICI constraint is
available, the method proposed in [31] can be employed for the
problem of reducing the variable number.

IV. NUMERICAL RESULTS

In this section, numerical computations are conducted to
determine the appropriate number of preserved variables, and
verify the effectiveness of the proposed algorithm. We set
the ISI/ICI threshold and , the number of
subcarriers and 256, and the filter length
and for the optimization problem. The weight
is set to be 1 for the computations of Figs. 3, 4 and 7, where
the optimization objective is to minimize the stopband energy
within . is varied for Figs. 5 and
6, where the optimization objective is to control the stopband
attenuation within specified frequency ranges.
By solving the problem (53) with the SQP algorithm, within

a range of , we obtain the corresponding for ,
respectively. For the SQP algorithm, we run the algorithm 1000
times with random initial variables within the search region,
and use the maximum result to approximate . In Fig. 2,
approximated versus for
and are depicted. It is observed that for
are sufficiently small when , i.e., and

. To verify that the approximation of (49) is good
for , we increase gradually and solve for each
. From Table I, it is observed that the resulted objective value

almost stops decreasing for and above, which verifies
that the approximation of (49) is good for . Similar results
are obtained for other combinations of parameters. Therefore,
we set in the following computations.
For the BB algorithm to solve , we stop the iteration

when the differences between the lower bounds of the remaining
subsets and the minimum upper bound are within .
The computation was performed by a MATLAB program run-
ning on a desktop computer equipped with an Intel i5-2400 3.1
GHz CPU. The convergence time for the BB algorithm with

and is about 1803 sec-
onds, which is acceptable considering that the design procedure
is needed to be performed only once for typical communication
systems.
To verify the performance advantage of the proposed filters,

we compare them with three types of filters listed below:
1) Original frequency sampling filters: filters obtained in [18],
which are denoted by . We are interested in this com-
parison because it is concluded in [21] that it is very hard
to find better solution than the filters obtained with the fre-
quency sampling technique.
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Fig. 2. The approximated for with
.

Fig. 3. The impulse responses of and with
and .

Fig. 4. The normalized magnitude responses of and with
and .

Fig. 5. The normalized magnitude responses of and with
and .

Fig. 6. The normalized magnitude responses of and with
and .

Fig. 7. The normalized magnitude responses of and
with and .
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TABLE I
THE OBJECTIVE VALUES OF THE OPTIMIZED FILTERS WITH

AND VARIED

2) Optimized frequency sampling filters: optimized filters
using the frequency sampling based technique (optimized
with the same objective and constraints as those of ),
which are denoted by . The frequency sampling
based filter is expressed as [16]

(56)

where are adjustable coefficients.
We substitute into the optimization problem and
solve to obtain the optimized filter. For
is set to 3, then . For

is set to 4, then
. Therefore, only one param-

eter, , is required to be optimized for both cases. The
optimized frequency sampling filter is obtained by opti-
mizing with the same objective and constraints as
those of .

3) Optimized windowing based filters: optimized filters using
the windowing based technique (optimized with the same
objective and constraints as those of ), which are de-
noted by . The windowing based filter is expressed as
[20]

(57)

where is given as

(58)

and is given as

(59)

The optimized windowing based filter is obtained by opti-
mizing the cut-off frequency and four weights

, with the same objective and constraints as those
of .

The impulse responses of and with
and are presented in Fig. 3 as an ex-

ample. Noticeable differences between the proposed filter and
the corresponding filter obtained with the frequency sampling

technique in [18] can be observed from the figure. Fig. 4 shows
the normalized magnitude responses of and . It is ob-
served from Fig. 4 that the sidelobes of within the normal-
ized frequency range between Subcarrier 1 and Subcarrier 2,
which dominate the overall stopband energy, are significantly
lower than those of .
For some applications, it is needed to further lower the side-

lobes in certain frequency range. To satisfy this requirement,
one can adjust the weights in the optimization problem.
In Fig. 5, we obtain the optimized filter with

and

(60)

It is shown that the sidelobes of with within Sub-
carrier 1 and 3 are lower than those of with

and . In Fig. 6, we obtain the optimized
filter with

(61)

It is shown that the sidelobes of with within the
Subcarrier 1 and 4 are lower than those of with

and . These examples show that
the sidelobes of the designed filters within specified frequency
ranges can be delicately controlled by adjusting the weights in
the optimization formulation, so that it is lower than those of the
filters obtained by using the frequency sampling technique.
In the computation of Fig. 7, we solve the optimization

problem of using the frequency sampling and windowing
based techniques, and compare the resulted filters with the pro-
posed filters, for and . The
objective value of and is (
dB) and ( dB), respectively, which are
both greater than the objective value of the proposed filter

( dB). The reason that our proposed
method achieves the best objective is: the proposed method is a
reasonable approximation of the direct optimization of all filter
coefficients, while the other two methods only optimize few
parameters of the filter.
In Table II, the objective values of the proposed filters

with different combinations of parameters are compared with
those of the original frequency sampling filters , the opti-
mized frequency sampling filters and the optimized win-
dowing based filters , respectively. It is observed that the
objective values (which represent the overall stopband energy)
of the proposed filters are significantly lower than those of
the corresponding filters for comparison. In average, the objec-
tive values of the proposed filters are 12.0341 dB lower
than the original frequency sampling filters , 7.9751 dB
lower than the optimized frequency sampling filters and
3.3970 dB lower than the optimized windowing based filters

. Particularly, when TH and are larger (
and ), the performance gain of the proposed filters

over other three filters is larger: in average, the objective
values of the proposed filters are 17.6170 dB lower than
the original frequency sampling filters , 13.3343 dB lower
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TABLE II
THE OBJECTIVE VALUES OF THE OPTIMIZED FILTERS AND

FILTERS FOR COMPARISON

than the optimized frequency sampling filters and 7.4822
dB lower than the optimized windowing based filters .
To verify that the optimized filters and con-

form to the ISI/ICI requirements, we simulate a pair of directly
connected OFDM-OQAM transmitter and receiver with the de-
signed filters and compute the mean squared error (MSE) be-
tween the transmitted symbols and received symbols. The trans-
mitted signals are 4QAM modulated, and

or . The MSEs with and
are also presented as comparison. Table III shows that the

MSEs with the optimized filters are all successfully constrained
within the predefined , thus it can be concluded that
the optimized filters satisfy the NPR property. Similar simula-
tions for the optimized filters with other combinations of param-
eters are also performed. The results also show that the MSEs
with the optimized filters are all successfully constrained within
the predefined TH.

TABLE III
MSE BETWEEN THE TRANSMITTED SYMBOLS AND THE RECEIVED

SYMBOLS WITH AND

V. CONCLUSION

In this paper, we have formulated a problem of direct opti-
mization of the filter coefficients to both minimize the stopband
energy and constrain the ISI/ICI for FBMC systems. We pro-
posed to employ the -based Branch and Bound ( BB) algo-
rithm to obtain the optimal solution, and proposed a method to
dramatically reduce the number of unknowns of the optimiza-
tion problem through approximation of the constraints. Numer-
ical results show that the proposed approximation is reasonable,
and the optimized filters obtained with the proposed method
achieve significantly lower stopband energy than those with the
frequency sampling and windowing based techniques.
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